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Abstract 

This paper is about the technical process and 

artistic intent of a musical album co-led by a 

human and A.I. The project aims to make 

several compositions. The album begins with a 

composition that is generated by me alone. The 

compositions that follow are co authored by an 

open source neural network and me. The NN is 

trained by me, using the mathematical pattern 

from my compositions. The album ends with a 

composition that is completely generated by the 

neural network. The goal of the project is to 

express the rise of AI in a musical way and 

speculate on the future of A.I. I use music, 

mathematics, and machine learning to create a 

musical story. It aims to question the future 

where automation takes over human labor in 

various fields including creative areas. [1] 

 

Context 

The project is driven by two forces: the love for 

music composition and A.I. Despite constant 

efforts to make the first music album, I have not 

been able to do so because of limited time, and 

the lack of collaboration and feedback. Five 

years have passed by where I have constantly 

evolved but a concrete output is absent. 

In these five years of music learning I have 

been involved in emerging technologies and art. 

I then heard about A.I. and fell in love with an 

idea that a machine can replicate and help me to 

produce music that I am unable to give time to. 

I consider machine learning as a tool to replicate 

my ideas and generate the other that I can share 

my soul with.   

I aim to generate an album with machine 

learning to make music and compositions that 

are used as a medium to express the rise of A.I. 

Along with this I aim to speculate upon the 

future of A.I. and potential A.I. assistance. [2] 

 

Process 

The process involved an analytical approach to 

the art of music making. I analyzed the process 

of making music, then converted the process 

into data; which can be used to generate a 

system that will mimic my music making.  

I started by dividing the music album into 

three compositions. The content of each 

composition draws inspiration from the story of 

the development of A.I. to date. The story 

involves the “World before A.I.,” “Current 

World” and “Future (Singularity).” For “Current 

World” and “Future (Singularity),” C# Melodic 

Minor (111 bpm) and G# Hungarian Gypsy (128 

bpm) scales were used to emote intelligence, 

while the “World before A.I.” used C Natural 

Minor to narrate Sentimental and Tragic. Each 

of the compositions were generated from the 

total of 15 keys offered in two octaves of their 

scale. 

 

First Composition  

Composer: Only human composer 

Scale and bpm: C Natural Minor (90 bpm). 

Chord, Melody: The very first composition was 

created by me with no help from the A.I. The 

data extracted from this composition was then 

used to train the three NN and get the A.I. 

assisting me in the other compositions. The three 

NN were assisting me with the chord sequence, 

the note sequence for melody and the time 

between each note in the melody. [3] 

Second Composition:                         

Composer: Human and A.I.                



 

 

Changes: Scale and bpm: Altered Scale: C-

sharp/D-flat melodic minor. (111 bpm). 

Chord: Chords played alternatively by me and 

the A.I. The first neural network assisting me 

with the chord sequence.  

Melody: Note Progression: First and second 

note played by human, the second and third 

notes played by the neural network, and so on. 

Time between the note’s progression: The third 

neural network is used to get the time intervals 

between the notes. So the time interval between 

the 1-2, 2-3 note is decided by the human; then 

this data is fed to the neural network to get the 

time interval between the 3-4 and 4-5. And so 

on. 

 

Third Composition:                          

Composer: Only A.I.                             

Changes: Scale and bpm: Hungarian Gypsy 

Scale: TSTSTTS: G #. (128 bpm). 

Chord: Feeding value of first chord played by 

neural network in the neural network to suggest 

the next chord. And so on.  

Melody: Note Progression: Feeding the first 

two notes played by neural network in the neural 

network to suggest the next two notes & so on. 

Time between the note’s progression: 

Simultaneously with the notes progression, the 

third neural network is used to get the time 

intervals between the notes. So the time interval 

between the 1-2, 2-3 note is decided by the 

neural network and fed to the neural network to 

get value of the time interval between 3-4, 4-5. 

And so on. 

 

All Compositions 

soundcloud.com/psychoactive13/sets/ad-1  
Full Documentation 
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